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World Wide Weby> 2 2709 ] HOIAES Hal 9o o] 24 -E
T2 AR Zolo] ‘summarization’®] Tl 5H] 84T ¢ Ho|A| =
A4 Asz Aea o

olxH FURle] 1 o] SUkehs e AR AdAETE ot
o /\]

= ARE B4 ok gk 4w 278 WA Slal P, F
2ok o)/ S8 5 T AES AFH: mrsel AUl A
S5 ot} 1 AFE ol Qg WEA o] FEsI. of
F ok BAHE YO ol 1 i8e] Fa ANL ekl 4
ok Ro® YA, FEurt 1o ik A3k Aol A &
wRe B4 20k AFSSH 7140 @99 G BAIES dEn

oA o] Wy <aok e g} o 24e FolN
Yrol] QR e 3 Well] FaT ATe B el Al
2 Aok 9 Ao @9 wabael 971gitell A auomac
summarization’-S “creation of a shortened version of a text by a computer
program” . & A |5}l It} A5 QoF AFAFEN Al ‘text summarization’

2 “the process of distilling the most important information from a source (or

T«

sources) to produce an abridged version for a particular user (or users) and
task (or tasks)”(Mani & Maybury, 1999)% HrolEofZIT)

A% A Qoke] ALE BEe Al He), 2de) Fu), 9w/ 8x
(purpose)©l] W2 Al 7HA] Q1AKfaceon E FHESHE Zlo] ARFA otk Q.oF A
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2) http://www.worldwidewebsize.com/
3) o] Ao W FE5E (Mani & Maybury, 1999 ; Sparck-Jones, 1999)¢] W85 <&
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Document Summarization, SDS) %, 4 FA|9} yag ofg] FAQl H9=
Ol A 2 9KMulti-Document Summarization, MDS) Q. &2 A ]3It} Tl &4
aote] o Fejel Ao] wa T A 2 oK Query-Focused Multi-Document
Summarization, QFMDS)> AT AR HA/FEA A4je] M4 §8 F o}
Ljo]t}. o= AREA7} 24 E A 9] query, topic, information need)ol] THa| 7
A A% F) PAE A9 A A9 B o B4 S o)
sje] ALl sk Aol

2 Alzgle] 29 elzEs) Blslel 1 Fept 9 BlaEe) w
Fiextracty 50l ©]E
E—i /‘H%ﬂ] ?ﬂ'- T'%% Lr%”é—i :F‘/‘é% 75“?% -?“J\O]' Jq_g,k(abstractive summarization,
abstraction) 0. & A o] 8lT}.
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A
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270 X
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o]7] SJalME= FHa 20% olde] Qok-S Kok shtfal H sty
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(Morris et al., 1992).

Sparck-Jones(1999)9} Mani 5119992 A A1 2 %Kautomatic text
summarization) S 12 BEl2E Q] 3 (nterpretation), 3% W8-S U Q.9F
T30 =] WM3keransformation), U 8°F RHSZHE Qo A
(generation)?] Al GARZ FESIGTE Hovy005)= ©]5 A Elcopic
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2 O A dsummary generation) TS AX|= Zlo] YRHA

olth. & Aps Qo] Al @A F 7 WA GARI djAo] At Hr}
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3 DACNA o) F dlashs HAE T k. QokE A GAlelA
%X()]— (ﬂ'i sentence compression)O] Z#Q-ﬂ 7 ]—L_ O]*“Eﬂ ]*L; ?:’j' %X()]— 1H°ﬂ}\1 /\]

1 xd, 2, 4T 5 F7F RdEE Ak 2ot ajic et al,

32 aoklA ARG 4] H9l VMBS A WIS, A A9,
o o_]|: o J

F84 7V 5o

S =
dominance, topic prevalence) -412] A9 Tl &
Uh= 7FLuhn, 1958) 0%, A WlellA] A Sk 8o
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S 24 o] 54 913kl 249 A 9 e e depol] Uehdrhs

< HIs] ZAg
=0 A9
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o] HZxo] AER 9145 Luhn(1959)2] AT A S £319]
okS- QJdl T HIZ=TE 2= U8-(content word)ES G4 significant
wordy) . 73l W FAlolEo] gk g WlellA 2Hste] Edshs A
5 w3 A oE ALkslsl

Luhn¥} ©]9-9] @8 AFARES 74| HIEAES Adshy] 98 &1
W 80} HI%(Term Frequency, TR} 74 9 &8¢ H%dnverse Document
Frequency, IDBE §A]0) ale{ehs 214 APHE Al=siglon) 240
2 o word form2] EH WIEZHE B0l FAAS Alketaat 819
o Wio] Thdksto] Felo] ar ARt BT A4 e Aile] eyt
AT F=Y FA HIEAS T vhdehH] Jehs Wilo] vk of=
o] HIAE Ye|A] A4 B o35S Y o3P T W o]l
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Disambiguation, WSD) 7]"jo] Q7% Fxpo] 74-9- g 3z s 7Y
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& 24 A4E A A recursively) 0.2 M=
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summarization) |2} ¢} o] WPHE AAAE @A 2 7|AF Q.okol|A]
7 @Al 719 5 dhFo]thBrandow et al., 1995 ; Nenkova, 2005).

ols} gzle] A hollx] FAle] 9137} ol wel vhE 5 )
the 7Pgold Euste] A2 W FAIRe A% XS0 Sgshs 24
1] A ZKOptimal Position Policy, OPPyS Abs ZAA 8= WHo| AlLEs ATt
(Lin & Hovy, 1997). ©] WL Abgho] ZAJ3h @ okio] ¥3he 54 =9
A S dYom vl g F2oA FARS AeEe YAES
G E, = g B W3 gelE AAgt) Ziff-Davis 5139
13,000 AE7]AFZEE] 2lo]x OPPE T, P2S1, P3S1, P4S1, P1S1, P2S2,
{P3S2, P4S2, P5S1, P1S2}, P6S19] £=0|1. 2™, Wall Street Journal®] 7%
T, P1S1, P1S29] <=0 ATKTE A% 9]x]0]1, PaSme nHA] Tt U] mAA] 7%
AAE dvideh. T 2 AL AE2E o sk wdE OPP A
(Katragadda, 20097} Ao} B} 229 H& AL 2] &tk

4) g3t 7E ZH 95

98 pEeREe] 74 Hole A dimd] v wEeld 9a
TF o RHE FAEES FEo= Wlow F23E Marcu(1997)
o 948 ZAME T"i—}ﬁlg}oz" Oéo{z_] A E 2] (Rhetorical  Structure  Tree,
RS-tree)9] AF9] wmEEo] S|FEhs AES QR o FEI ARE 3
Aok w8k 2 149 3 HEQl RS-treet= HIAES] BE HdawseEo
OFH (concession), Q) PKcause), T F(contrast), F-(elaboration) 59| =8} A
(thetorical relation) & A3 & F o= 3} A9 3ol sFsh= HE0]
Eg]o] AMRLo| 9|3}, SEAFTER:0] R(Rhetorical Structure Theory, RST)O]| T}
21 g3} dA2 AdAE = T A2 Hnudeus) T $ A Gatellice) 2] HETZ L}
Sl o= 77t Al wde) W, WEeH 2zl Sk ofE 5
o] 3k 3 ST} ‘because’ 7} |11 Yo1A I} AdpAZ o]Fojr AL
old, Anpde k7t 914, dlo| sjdeitt s& oy A Hdehs B
5wt ool Avpd, o1dS F AR nrER 7k Erjo] R %
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¢1[James was happy] ®?[because his son won a prize]

(a2l 1) RS—tree Of

Marcuy= HIAE O] FAMEE 3 parsingy2 38l 2|2 =119 4607) &
3} 3 A|(discourse markenS F=AIA 0 2 23} o) L T 27F
o] ¥ w3} WAL @3t FARFE 772 F Atk AS e

T3l A= "2E] A gojo] Fa3t 7195 & < vk Marcu7}
AFES ©3} 4] = “to conclude”, “summing up”, “on the one hand”, “on
the other han it can be concluded that”, “by contrast” 52| A THcue
phrase)y 5 L Z}Xﬂi TEo] 83 e A AEE U¥sta Yt
L E g vk

oo} #sle] 27| A RoF AlME S =] FAEEA
43 TS0l ERE S Aol 2Rjbsle] w7k Qof
(cue-based summarization)= A|=3F3ACE Edmundson(1969)S 1]g] F=H]E ©hA]
T APAE o] 85}¢] Ssignificantly’, ‘definitely’, ‘in particular’ 52 T2}
S35 549 FAXL =0l ‘hardly’, ‘impossible’, ‘unclear’ 5°] &3
3 B SIS U o g o] A4S AXlEIitE Teufel
I} Moens(1997)= ‘argue’, ‘propose’, ‘develop’, ‘attempt’, ‘prove’, ‘show’,
‘conclude’ 55 ¥E3Fsh= 1,4237] GATE &-83F QokS A|=31gich o
AT A fote] A% Hase] BHd B RS Reow Hi 7%
FAE 9] deshe AR s 5 Qlvk 2eu o] W Sk &

” G

J1m
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3y} 7+ EA Hol Zof| AgkHog HeEgom g Hofze] Unlks)
]

o] A&ide> 2] FAE AFH o2 AASH=, AR 2H
A1A Qo] st mekA BlaEd] 3
W 7P AR A 0] eSS 8ok FEE
o]ak‘s} A& 71k 90k 7] W title-based summarization) 7, 9] A Eheading)

S BAol 18] % 3FS tEdmundson, 1969).

A 7k 2.0k 7S ANSIAA, Al @Ok xmo] BAE
Aol Abgh QoREd) A9 vA] S T&?ﬂfé—% aeato] A
o goks AAA R Aledhs 7= 7] A 5(machine learning)©] AFE-
Qi) o] M-S M) Algto] &3k QokFo] Kiaty FS] Fes
SitlolH 2 Algste] SE okl Zh= 35 APHEY] FokE
£ SR HR WEo) Frt ofF ARe ?;ffa BizEe] 2t el o
Shkadl AHe] 28 AE ARt &
ook WA oR FAgt

Hzo] 71AIskE 7|9k Q.0F A|2Elo| M= naive-Bayes 7)ol 7145}
o] QIFE LR RS slofeh s7HA) AR 7 Zelrt sdol
O IRIA of i, o] BMTE EFFelAL A=A o =] SRV &
2ho] A 52 mp IR of i, o) A & 23 o, Ul
OieAl 8ofel : UNesco) X ofF-E ARSI THKupiee et al, 1995).
Lin(1999)2 27 E #)(decision tree) 7| A5 title similarity, TF IDF, OPP,

AFg Lok flol] Algto] A% aokie] & 288 3 2
= A

1.8 7](%

oft
i
_|_,
o)
fo
1 o
[d
e,
N
SE
o
il

i

query signature, IR signature, sentence length, numerical data, proper name,
pronoun or adjective, weekday or month, quotation 5 & 187}4] A& st
ol A83kit) o] Qo= 34 0 2 HMM(Conroy et al., 2001), CRF(Shen
et al,, 2007), Neural Network(Svore et al,, 2007) 52| 7]ASks 7]Ho| A &
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ofel] A&t

S TS %S A9 2 ES WES AR e s o4
E3 9% Utk EAl UF FAR 59 A5 A

=
Hlaste] 54 IAA| o]
AEE 2 T8 F4ES AlAshs Exe daks FalE dart qlrk

A 8 oKQPMDS) ] 7= Q.0F A 2Flo] T A
et A oS sAldl asfoF gtk = QEMDSO] QoRee Tt
T MY WES dgsks FARES Fotof s SAdl L FAlEEe]
| & WS 7ok ks 2% RERAIACL g o]
7HA Aok Sl sk A QEMDS Q.oF 7 ow FHuff 1ol
2 SEX)(Maximal Marginal Relevance, MMR) HHO| QIT}. MMR-E o}gf] J=2]0o]
1ol vhs} o], Sof tige] Wi A BAES) Ao om e, Aol
Qo] BaAsimyo] FomA gl 7] AdElE g okeAEy kel ¥
H=Sim2) 7} Yolok OF S Hargmax, ma = TFA7 =, S
Bgers AAR] ok BB el Frlsks AAE wEshe
HRA O 7 %Z}@WCarbonell & Goldstein, 1998).

s¥= argmaz, o g 4 [)\b’im1 (s, Q)—(1 —)\)nmxs - 4(&m2(si,sj))]

2. 7 8

F G0Fe 9 WES S merprenaion$10] U} 0] AL



BA A5 Qo] 897 B4 17

Ea1 0] AE3g P29 goF ydow ?]_'(transformatlon)/\] 7 U 2
A= Ao
2 A ) F TSparck-Jones, 1999 ; Mani & Maybury, 1999). 18U} A4S LA
o2} oujF o FAlsH= 7|AA ZROPEL Qo) HAES &4
g om F3S A8 e 71AE B @A SAH] etk ot
gee) on] EAL Toh o] FHoz Aol Bk i)
S B %) 9Ot kSumita et al,, 1992 ; Marcu, 1997 ; duVerle & Prendinger,
2009), =2 &‘%h’ﬂ %ﬂ on] £9¢] s 7R et

Wb V) F4b oF AAREL daEe uR ofn] FRE 916
574 TrQlel el Ulﬂ “gol8l & HET] Etremplace, 22710}, schema) S -
2 AFE3] $tkDejong, 1978 ; McKeown & Radev, 1995). <18 2>+ H|#] 7]
A} Bl of3 olv] g9 Felz, wle) F1Ak 2ol o%zﬂ»z gLl
B o] - (aspec) T} FES- Slot-Filler AE2] #gto s ¥ds) &= g E
o] gk o5 Ele 7IAF 2¢] ¢} A Wolal Qlrk o] 3 & Al
B Ay 3lLo] Flo] xHHz HZaeES x]_oﬂoi A A 2Elo
Z Yy QoS MASh= AxlE elsi) HAEE Qe ko] <1
2>¢} 72+8 BIZglES] Filler 7S A9 ZAE AH FZA(Information
Extraction, IE) A|Z~Elo] Hslr g HIZE 7|k QoS AHFZE 7|4t
9 9KIB-based summarization)© |2} = F-ET}

RS 7N 9ok HEHEVL A 54 =Rl &
T ot 22 =gl HellM = HEES] Sloco® AH AR
Qo] e e ASS A8 HehH B gl ome] A8 A
ES A sl shz wdo] gl eh} o B4 acke
S Bz E9] ME GE SlotEL 2 A0 HARERNE
© oM AAXGA v A aofe] s Eat vk
At FZE9] Filler7} YA M=t Aojze] 2do] o] 71
shu Ak dlo] B4 8ok A2gle) ko] gols) A= el vk
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7) http://www.isi.edu/natural-language/teaching/cs544/apps3-summarization-new.pdf
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19 March — A bomb went off this moming near a power tower
in San Salvador leaving a large part of the city without energy,
but no casualties have been reported. According to unofficial
sources, the bomb — allegedly detonated by urban guerilla
commandos - blew up a power tower in the northwestern part
of San Salvador at 0650 (1250 GMT).

Incident type bombing

Date March 19

Location El Salvador. San Salvador (city)
Perpetrator urban guerrilla commandos
Physical target powertower

Human target

Effect on physical target destroyed

Effect on human target noinjury or death

Instrument bomb

(32! 2) H|2{ & HIAEQ} HIZ2|E 0f(Grishman, 1997)

N, 29 T} W 9 20 T} o

e qoks xgelo]l AR AAAHe] H7l=  ininsic,
extrinsic H7}2] T 7FX 2 U ThSparck-Jones & Galliers, 1996). Ag 2.2F2]
HAoA] intrinsic F7F= A|AEo] THEo] Wl AFE Q 9Fisystem summary,
Azgl ok VAl gokmo]l EAA o Alge] ZARE @ oRihuman
summary, A} ﬁeﬁaﬂr A x|3h= AEE A W Ainformativeness), HA, &%
3 o) Zwoln] 24chs Ao o ok Alael ke o BAe
2 o] FolXItk. Extrinsic H7h= @0kl opd tE o A S T
gl Qlol, Q.oF Alzglo] 33 Qokes &8sk Zlo] A 9 Al
b B R SHA Ego] HeAE S éﬂ‘i Aol

lnceinsic 71 SIS 9k O Aol ol Afgel, FAE 25
Wl o, 4 4e aekiol Was). el AE oF AR
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NN E gt oz T Ay goki- 7] ofHrls 944S s
(Mani et al, 1999 ; Hovy, 2005). = A& T2 ALk M2 thEx|et SHlE
QORES gt Aotk wetbA ¥ éé‘} B fleiMe Ha 29
o] e] Algto] gt Alek Qokto] Q3 Flo|t} o] % Algl QoRES
N2El goka} sk HAo #E«mnuaw 2 Efaucomatic) 7]
H& = vk QEMDS =10 gk HA 5 Wb ARES,
oRTo] AREALY] AYE-E WEshE AEE J‘l"h U&7} AolA
A% SHAA 1~57 Atolo] HE H-o{8h= Responsiveness #| 3
of &3 FetAl 71 ok A, HsEA, de

s 7 focus), T, BV (coherence) SHAIA 1~573 Alo] €]
3= Readability |37} $)ThDang & Owczarzak, 2008).

T& Wb 285 AN w=Eo] BRHE ol thE Al 9
3k AWk replication) A] 7k} A¥Hdo] BAE = Q7L ok AIE ¢
3L gtk B 3% s H7ke 918 TAC Qofis]oM= sk &
Aol el A= ok A|2glo] A&t s 8okt ES 2 Ao 75
F7ketes shar Stk 1efu} o] gk o] F K thE A|gle] @Ok
il o]xde) 2L Al 7F H7be oy 2 ddoE AwEd
T U7t she Al AAEA Gtk oldd v ] QoF Wb
ofe] 2 7IE Qo 7o Aol A= QoF 7 JEke] AgofiEo]
t}. t}3ys] H 7leke ROUGE-2, ROUGE-SU4, BE-HM 59 A& #7}
A 5L P4 O = Responsiveness, Readability 52| G5 W7} X EEZ
A AAS Holx AoR HE 3 9ThDang & Owczarzak, 2008).

ROUGERecall-Oriented Understudy of Gisting Evaluation)s= A}gF Q O}
A QoRE Alole]l ©@of n-gram®)o] HA= JEE Abs Ahkehs Q.9
7F W O F(in, 2004) TFSE g E0] Utk o] F ROUGE-2+= ARt
oRzo] Zd3 2-gram T 7|A] QokrolA AAE Hl&S ALkgE Flo]t

ﬂ!

‘:Fl:li
rel X lo

K
&

ko rk& o R
=

X

)y e
i
RuaNeD

2 ox

|
N

fo ol

8) Tol n-gram& A A% o7l HojEe] YLS 9wt} “The king was happy”
oA 1-gram(unigram)= “The”, “king”, “was”, “happy”©|il 2-gram(bigram)< “The
was happy”©]T}.

”

king”, “king was
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ROUGE-SU4%= A}gt Q0Fa} 7)7] QoRE: Alolel A Unigram#} (A1) 4

o] Ag] el A Skip-2gram? 5] APE, G| SHHES

AV Aotk Zeut ROUGES 78 U4 dolo] vz 7143t

ogM oA T TEE skl Kok WAlo] Atk o] EAIE

UH77] 13l AQFEl BE®Basic Elements)t= AR Q.0RE} 7]A] Q0K Alo]

of T ©919] FE HEE AMksRs WOl thHovy et al, 2005). BE-HM
7}

2 AR QokEI 7 QR ES 747 oF Rl wek T A
Aol A A ul Ax(Head) — 2] 2 Modifier) #H00] HAX| = ALS QoF AF0o

= ARkt
2. 29 Tt

FHxo| iyt AFs BAE g ok A|AFE0] b= 1998 SUMMAC
(TIPSTER Text Summarization Evaluation)ol| 4] o] F0]Fl o nj= AW HA71E
o] AYHOE Sk AA, BRI F 73 thaAAMY A 8o
F-83FS HIKZ extrinsic evaluation)3F93 ThMani et al, 1999). ©] & AM B~
oM Aol thel] JrA Alxglo] HAgE 449 YRS olal

B
A3 BAE e Aglo), BAe] A% Bl 8o Alzslo] AN o]

i}

S o, A9 s AR AR e SW
A ofgA JEs FE=AE 7K Zloltk 5 HAaTdAE 49
EFS 57K T shuE sk Agle] w419 s o1 A4 7
5

BN Aol 1 A%

Mo
=
o
o,
rf
ol
1>
i

e
ol
3

9) skip-2gram-> THoj9] A& A ko] AAE 2-gram¥} ZTL “The king was happy”ol
A skip-2gramS “The king”, “The was”, “The happy”, “king was”, “king happy”,
“was happy” o]t}

10) “Two Libyans were indicted for the Lockerbie bombing in 199179 ¢]3& J-& A0
ZHE F2E A oA BED oF WAE 2ol FHsHY, [Libyans|ewo|[nnl,
[indicted | Libyans | objl, [bombing|Lockerbie | nn], [indicted|bombing |for], [bombing |
1991 |in]3} Z2THHovy et al., 2005).
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0]3 2001~200717}4] 218 DUCDocument Understanding Conferences)
NAE F72x 7IARE I eE o] T 8.0ksDs), TsiA] 8. 0kMDsS)
3} FAE eI sl 71A 2okl EAH HIKZ intinsic evaluation) S
FRAR o7 S8tk 2001~20021 59F 218% Generic SDSE T
Aol sl 100 ©Ho] Zole] generic summaryS AFs AAShH= BT
t}. 2001~20043 =2t A& Generic MDSE Tl T4 Fgker 107] &
Aol thall 50, 100, 200, 400 Tro] Zo]2] generic summaryS A5 AJAI S
+ Hl23 ok 2005~2007d &<t 18 Focused MDS(QEMDSS} Zthi=
deojob AdE v A 257 2Apell thall Aol de 250 &
o] Zole] Qokt-S AAsh= Bl

Generic SDS E]2A39] Z3KNenkova, 2005)2 o]H 7} A|AEEE
o] A 1009015 QOHEO R FEEH= lead-based L. (bascling .U} $-
T 8okt A Fetl o thiEe] Al 8OREES baselinel.
o} $rgong e o] Y1l s o] hede Bk ey
A Ab 8oRtoW F 29 HAS 7] Lok ET Aso] wSith o]
© At ARES 7RSS QokhS At AR AREe
[0k Hefe 94 Fes AFehs Ao, 9o Hrket dste] Abgt
Sokt S flal ve ddddo] FeRkE oulgitt 2002 o] F-

o Md

=

DUC?] H=E o]o] 20081 ©o]F A&El Q= TAC!)(Text Analysis
Conference)l| A= T2~ 7|AFS W02 Focused MDSS} 71 WS Ej~3E
S #7138l 9t} Update Focused MDS(Z4A] Update summarization)(2008~2009
D AREAPE Aejel B o]l 107] v EAE ofn itk 714

11) http://www.nist.gov/tac/
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ot o] % e Ao} wwle] AFEA EAT 107 LAl ek QokE
(update summary)& 2HAJSHE B2, o] 107] v Aol thek 8oke
J% 37 FrkEck 20100 89 A TACAIA= %<3 A)
s, ’igl, BF 9171 Al & 54 Jhelate]el Sehks ook wd 107)
o Aol tisl eyt Sake shelateel wste] wg] A9 o
2= X(aspects)12) AR} THE 100 To] QoFFE-S ZFAE1= Guided Focused
MDS(Z0J4] Guided summarization) Ej2AFZS Z&Pslar Qtk o]} T Ao
Guided summarization®l] )3} Update summarization Ej2~= %= 73] o]t}
<E 1>2 HE 20081 TACS] Update summarization EjZ~=12] H7}
TAES AYsh Aotk Baseline 107] ¥4 & 7P F £A419] A
100 ©ro] QKRS FE3l Aot} Responsiveness, Readability 5 45 ¥
7}l A 7] Al QORE2 AbgE okl AA 3 wIAAL ok SHE] & &
294 ol baseline LOFFL, LH%——% al
Qo

17ﬂ oRioll #AaL O“Wr &<

(initial summary) 4} A} a9

i
g
o
5
<
a
=)
2
AN
rE Hm
T
N

5
Skal %lﬂr- /‘}% Sk 7l QoREEY WA el Slol, AFs

7HATE, AR Bepo] J1A] B ST, 5% W7t AR
Ao} =& Jge] Qi AOE WSriDumg & Ovearak, 2008). 1
et 717 Sokre] Bita ol ohd A4S A5 neld 4G A%
W} AZEE 71 Qo] Hahe] Al Qs Sy, wr}
s 5% w7he] Avshe T, 298 nolw gtk o= A4 B4 &
ool ALEEIE AN AR B Aze) o] Bagke Akfeks Zu
% ol

<

12

~

At A S(natural disaster) 7}E]|112]2] 79~ what happened ; date ; location ; reasons
for accident/disaster ; casualties ; damages ; rescue efforts 52| $Al(aspects)S 1|
Aolstar Qtkhttp:/www.nist.gov/tac/2010/Summarization/).



A AF okl Wt Al 23

(& 1) TAC—2008 (Update summarization) 4=, At Q2 TW7} ZA1{Dang & Owczarzak, 2008)

e e i

Human Baseline Machine Human Baseline Machine
Responsiveness 441~479 229 1.29~2.79 4.29~4.87 1.85 1.10~2.60
Manual Readability 462~4.91 3.25 1.37~293 4.58~4.95 3.41 1.18~3.20

Pyramid evaluation ~ 0.52~0.84 0.18 0.08 ~0.35 049~0.76 0.14 0.03~0.33

ROUGE-2 0.108~0.13 0.05 0.03~0.111  0.106~0.13 0.05 0.01~0.101
Automatic ROUGE-SU4 0.140~0.17 0.09 0.07~0.142 0.136~0.16 0.09 0.04~0.136
BE-HM 0.067~ 0.09 0.03 0.01~0.063 0.073~0.10 0.03 0.01~0.075

Baseline means the first few sentences of the most recent document

V. Z2 U 5 o

teget FAEFE] gt AEES H3 AEshe Ak @

of 3k QIgte] 8 HAE AE QoF ATE ofFo] 2 WA
Atk 1950t Sk =] Qofol|x] AlFkete] FARA] s 71AL A
|2 (Corston-Oliver et al., 2004), 3]©] 7]Z(Murray et al.,, 2005), 7+](Nobata et al.,
2003), T-01A| tSKZechner, 2001) T THIFSF = BIAEO] g ofo] ALE]G)
th1y) 53] 372 7|Ake] Qoke v, U A 80K Edlato] A4 10

W7 DUC, TACOIA 3 iR Q.oF A|2~8] w7ke] #&4] #4191

o] HioAe & WAES TACE HAE b5 80F 7o HES A
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33
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<Abstract>

Automated Text Summarization : a Survey

Kang, In-su

Information that human should read grows exponentially. To deal
with this problem, computational linguistics and natural language
processing communities have attempted to automate summarizing text.
Since its start in 1950s, automated text summarization has handled
single-/multi-document summarization using extracting and abstracting
techniques, and nowadays specialized its tasks to query-focused multi-
document summarization. This paper gives the current state of automatic
text summarization techniques focusing on robust, practical extraction-
based methods, and describes evaluation methodologies and large-scale
summarization evaluation conferences. Finally, future issues are

discussed.

[Key words] Automated text summarization, Extractive summarization,
Abstractive summarization, Multi-document summarization,

Summarization evaluation



