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Ⅰ. 서론

컴퓨터와 인터넷의 영향으로 전자화되어 기록,유통되는 정보의 양은

기하급수적으로증가하고있으나원하는 정보를찾기위한인간의요구를

충족시키는 일은 더 어려워지고 있다.한 연구1)에 따르면 10년 전 한 해

(2002년)인쇄/필름/자화/광학 매체에 기록되는 새로운 정보의 양은 5엑사

바이트(Exabyte=1018)이며 이 중 92%가 하드디스크와 같은 자기 매체에 저

장된다고 한다.5엑사바이트는,미국 의회도서관에 소장된 1천 7백만 여

권의도서들이136테라바이트(terabyte=1012)로전자화된다고할때,미의회

도서관 3만 7천여 개에 해당하는 정보의 양이다.또한 2010년 8월 현재,

*이 논문은 국어교육학회 제46회 발표대회(2010.8.28)에서 발표한 내용을 수정보완한

것이다(이 논문은 2010학년도 경성대학교 학술연구비지원에 의하여 연구되었음).

**제1저자(교신저자),경성대학교 컴퓨터학부 교수

1)http://www2.sims.berkeley.edu/research/projects/how-much-info-2003/



6 국어교육학연구 제39집 (2010. 12)

웹(WorldWideWeb)은 최소 270억 웹 페이지들을 담고 있으며2)이로부터

구글 검색엔진은 질의어 ‘summarization’에 대해 5백 8십만 웹 페이지를

검색 결과로 제시하고 있다.

이처럼 끊임없이 그 양이 증가하는 초대용량 정보 저장소로부터 원하

는 정보를 찾고자 하는 인간의 정보 요구를 만족시키기 위해 검색,추출,

요약,질의/응답 등 다양한 작업들을 자동화하는 도구들이 개발되어 사

용되고 있으나 그 성능은 아직 인간을 만족시키기에 많이 부족하다.이

중 요약은 문서(들)를 입력으로 받아 그 내용의 주요 핵심을 간략하게 정

리하는것으로검색,추출보다 고수준의 인간 친화적 작업에 해당한다.본

논문은 문서 요약을 자동화하는 기술의 현황과 향후 과제들을 다룬다.

Ⅱ. 전문용어3)

표준국어대사전에 따르면 ‘요약’은 “말이나 글의 요점을 잡아서 간추

림”이며‘간추림’은“글따위에서중요한점만을골라간략하게정리하다”

로 정의된다.웹 상의 협업 백과사전인 위키피디아에서는 ‘automatic

summarization’을 “creationofashortenedversionofatextbyacomputer

program”으로정의하고있다.자동요약연구자들에게 ‘textsummarization’

은 “theprocessofdistillingthemostimportantinformationfromasource(or

sources)toproduceanabridgedversionforaparticularuser(orusers)and

task(ortasks)”(Mani&Maybury,1999)로 받아들여진다.

자동 문서 요약의 사용 환경은 입력의 형태,출력의 형태,의도/용도

(purpose)에 따른 세 가지 인자(factor)로 구분하는 것이 일반적이다.요약 시

스템의 입력 텍스트가 하나의 문서인 경우를 단일 문서 요약(Single-

2)http://www.worldwidewebsize.com/

3)이 절의 많은 부분들은 (Mani&Maybury,1999；Sparck-Jones,1999)의 내용을 인용

한 것이다.
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DocumentSummarization,SDS)으로,특정 주제와 관련된 여러 문서인 경우를

다중 문서 요약(Multi-DocumentSummarization,MDS)으로 정의한다.다중 문서

요약의 한 형태인 질의 관련 다중 문서 요약(Query-FocusedMulti-Document

Summarization,QFMDS)은 현시대 정보 검색/분석 작업의 전형적 유형 중 하

나이다.이는 사용자가 작성한 질의문(query,topic,informationneed)에 대해 검

색 엔진을 통해 검색된 상위 수십 건의 관련된 다중 문서의 내용을 요약

하여 사용자에게 제시하는 것이다.

요약 시스템의 출력 텍스트와 관련하여 그 형태가 입력 텍스트의 발

췌문(extract)들에 의존하는 경우를 추출 요약(extractivesummarization,extraction)

으로,새롭게작문된문장들로구성된경우를추상요약(abstractivesummarization,

abstraction)으로 정의한다.

독자층에대한 요약의 의도와 관련하여,광범위한독자를대상으로작

성된요약문을 포괄적 요약문(genericsummary)으로,특정 독자(의 관심영역)

를 염두에 두고 작성된 요약문을 사용자 지향적요약문(user-focusedsummary)

으로 정의한다.포괄적 요약문은 불특정 다수의 독자를 대상으로 저자의

관점에서 원 저자나 요약 전문가가 작성하는 것이며,사용자 지향적 요약

문은 특정 사용자의 정보 요구(예：질의문)와 관련된 주제의 관점에서 요약

문을 작성하는 것에 해당한다.후자의 경우 하나의 문서는 복수 개 주제

(topic)를 다루며 각 주제에 대해 여러 측면(aspect)을 기술하고 있다는 가정

이 전제된 것이다.요약문이 입력 텍스트의 내용을 대신하는 용도를 가진

경우정보적 요약문(informativesummary)이라 하며,입력 텍스트가 어떠한 주

제를 다루는 것인지를 알리기 위한 용도를 가진 경우를 지시적 요약문

(indicativesummary)이라 정의한다.예를들어,학술문헌의제목과초록은각

각 지시적,정보적 요약문에 해당할 수 있다.

요약율(compressionratio)은 요약 대상이 되는 입력 텍스트에 대한 출력

요약문 길이의 비율로 정의되며,자동 문서 요약에서는 주로 30%이내의

요약율을 갖는 요약문 생성을 다루어 왔다.요약율이 감소할수록 요약문

에 담긴 정보의 양은 줄어든다.한 연구에서는 요약문이 정보적(informative)

이기 위해서는 최소 20% 이상의 요약율을 가져야 한다고 보고하였다
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(Morrisetal.,1992).

Sparck-Jones(1999)와 Mani등(1999)은 자동 문서 요약(automatic text

summarization)을 입력 텍스트의 해석(interpretation),해석된 내용을 내부 요약

표현으로의 변환(transformation),내부 요약 표현으로부터 요약문4)생성

(generation)의 세 단계로 구분하였다.Hovy(2005)는 이를 주제 확인(topic

identification),해석(interpretation),요약문 생성(summarygeneration)의 세 단계로

나누었다.전자는 보다 이상적인 추상 요약의 관점이 강하며 후자는 보다

현실적인 추출 요약의 관점이 강하다.현재까지 연구되고 개발된 대부분

의 요약 기법들이 추출 방식에 의존하고 있음을 고려하여 이 논문에서는

전체적으로 후자의 구분을 따른다.그러나 추상 요약에 대해서는 전자의

단계들을 사용하여 기술한다.

Ⅲ. 문서 자동 요약

1. 추출 요약

1) 개요

추출 요약은 입력문서에 대한 주제 확인(topicidentification)을 거쳐주요

문장들을 발췌하고,발췌문의 길이를 줄이거나 발췌문 나열의 부자연스러

움을 제거하는 요약문 생성(summarygeneration)과정을 거치는 것이 일반적

이다.즉 자동 요약의 세 단계 중 두 번째 단계인 해석이 생략된다.보다

단순한 추출 요약 시스템의 경우 세 번째 단계가 생략되기도 한다.주제

확인을거쳐 추출된문장들의 나열은 대용어의참조어 누락,명제의중복,

담화표지의부적절성 등의 부자연스러움이빈번히 발견되므로요약문생

4)요약문의 단위는 문장이 일반적이나 구(phrase)나 키워드(들)일 수도 있다.
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성 단계에서 이를 해소하는 절차를 수행하게 된다.요약문 생성 단계에서

문장압축(sentencecompression)이적용되기도하는데이는한문장내에서시

간 표현,내포절,동격구 등의 부가 표현들을 제거하는 과정이다(Zajicetal.,

2007).

추출 요약에서 사용된 주제 확인 기법들은 주제 빈출성,주제 지역성,

담화 구조 주제 유추성,인간 요약 모방성,요약문 최소중복성 가정등에

기반하여 입력 텍스트의 주제 어구 및 문장을 찾는다.주제 빈출성(topic

dominance,topicprevalence)은 문서의 주제와 관련된 용어들은 빈번히 출현한

다는 가정(Luhn,1958)으로,문서 내에서 자주 등장하는 내용어들이 문서의

주제를 대표할 수 있다는 접근법으로 연결되며,가장 전통적이며 대표적

인 주제 확인원칙 중 하나이다.주제 지역성(topiclocality)은 문서의 주제문

들은문서 내의특정 위치(예：문서의첫단락혹은마지막단락)에 나타난다는

가정(Baxendale,1958；Edmundson,1969)으로 문서의 내용에 무관하게 문서의

구조로부터 주제 문장의 위치를 결정하려고 하는 접근법에서 사용된다.

담화 구조 주제 유추성은 글의 담화 구조(discoursestructure)로부터 핵심 문

장들을 파악할 수 있다는 가정이다.인간 요약 모방성은 사람이 작성한

요약문들로부터 주제문 선별의 자질을 모방할 수 있다는 가정으로,기계

학습을 사용하는 요약 시스템들은 모두 이 가정을 사용하는 것이다.요약

문 최소 중복성은요약문을구성하는주제 문장들은 상호간 내용의 중복

이 최소화되어야 한다는 가정으로 특별히 다중 문서 요약에서 많이 사용

된다.

2) 주제 빈출성

주제 빈출성에 기반하여 주제 (문장)확인을 시도하는 접근법들은 주

제 빈출성을 판단하기 위한 문서 표현으로 용어 집합,어휘 그래프,문장

그래프 등을 사용하였다.용어 집합 방법은 문서를 출현 용어들의 집합으

로 가정하고 문장 내 출현 용어의 주제성(topicality)으로부터 문장의 주제성

을 계산하여 주제성이 큰 문장을 요약문으로 추출하는 시도이다.자동 문
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서 요약의 최초의 시도로 인용되는 Luhn(1958)의 연구에서는 학술 문헌의

요약을 위해 중간 빈도수를 갖는 내용어(contentword)들을 주제어(significant

words)로 가정하고 많은 주제어들이 한 문장 내에서 근접하여 출현하는 정

도를 문장의 주제성으로 계산하였다.

Luhn과 이후의 많은 연구자들은 주제 빈출성을 실현하기 위해 문헌

내 용어 빈도(Term Frequency,TF)와 함께 역 문헌 빈도(InverseDocument

Frequency,IDF)를 동시에 고려하는주제성계산법을시도하였으나 근본적으

로어형(wordform)의출현빈도로부터 용어의주제성을계산하고자 하였다.

이 방법이 간단하여 구현이쉽고 계산 복잡도가크지 않은 장점이있으나

심층 수준의 주제 빈출성을 충실히 반영하지 못하는 단점이 있다.이는

자연어텍스트 내에서 주제관련 어휘들은 동일어형의단순 반복이상으

로 동의어,말바꿈(paraphrase)표현,연어(collocation),대용어(anaphora),상/하

위어,전체/부분어 등으로 출현하거나 생략되기도 하기 때문이다.이 뿐

아니라 어형에 기초한 집계 방식은 동형이의어(homograph),다의어(polyseme)

가 출현한 경우 주제어의 빈도수를 각각 과다,과소 집계하는 오류가 발

생하기도 한다.

따라서 주제 빈출성을 최대한 활용하기 위해서는 어휘가 아닌 의미나

개념 단위의 주제 표현이 필요하며 생략어나 대용어의 올바른 참조어 또

한 미리 결정해 두어야 한다.전자의 경우 어의중의성해소(WordSense

Disambiguation,WSD)기법이 요구되며 후자의 경우 대용어 참조 해결 기법

(anaphoraresolution)이필요하다.영어의경우동의어,상/하위어,전체/부분

어의처리를 위해서는 워드넷(WordNet)등의 어휘개념망을 활용할 수있으

며 연어,공기어(co-occurringterm)등의 관련어들은 대용량 말뭉치 분석을

통해 미리 획득된 어휘지식을 이용할 수 있다.

어휘 그래프 방법은 입력 문서에 대해 그 출현 용어를 노드(node,

vertex)로 용어 간 관계를 노드 간 링크(link,edge)로 설정한 용어 그래프(망,

network,graph)로 표현해 두고 용어 그래프의 구조로부터 문장의 주제성을

결정하는 시도이다.Barzilay등(1997)은 어휘 그래프의 한 형태인 어휘 사

슬(lexicalchain)을 문서 요약에 적용하였다.어휘 사슬은 텍스트가 갖는 응
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집성(cohesion)유형 중 식별이 용이한 반복,동의어,상위어,공기어 등의

어휘적 응집성(lexicalcohesion)관계로 연결된 어휘들의 집합을 의미한다

(Halliday&Hasan,1976).어휘사슬에기반한주제확인방법은,입력텍스트

에 대해 모든 가능한 어휘 사슬들을 생성하고 어휘들 간 연결 조밀성이

높은 상위 n개의 각 어휘 사슬과 관련된,문서 내 첫 문장을 주제문으로

추출하는 것이다(Barzilay&Elhadad,1997).이 경우 주제 빈출성은 가장 조밀

한연결을갖는어휘사슬들로표현된다.Barzilay등(1997)은품사태깅,부

분 파싱(partialparsing,shallowparsing)을 거쳐 분석된 문서 내 명사 상당어구

에 대해 워드넷을활용한의미 관계들로 어휘사슬을 만들어 요약에 적용

하였다.

문장 그래프 방법은,문서 내 문장들을 노드로 문장 간 유사도를 노

드간링크로설정하여만들어진문장그래프에대해문장(노드)순위화알

고리즘을수행한 다음상위n개노드에 해당하는 문장들을요약문으로추

출하는 방식이다.문장 순위화를 위한 가정은 문장 그래프 내에서 다른

많은 문장(노드)들과 강한 연결(링크)을 맺고 있는 문장(노드)일수록 문서 내

에서 더 중요하다는 것이다.이 가정을 단순히 실현한 것이 노드의 차수

(degree5))가 높은 순으로 요약문을 추출하는 방식으로 차수 중심성(degree-

centrality)기법이라 불린다(Saltonetal.,1997；Erkan&Radev,2004).그러나 차

수 중심성 기법은 한 문장과 관련(연결)된 다른 문장들의 중요도를,실제

그렇지 않음에도 불구하고,모두 동일하게 고려하는 단점이 있다.

이를 극복하는 기법이 문장 그래프에 대해 PageRank(Brin&Page,1998),

HITS(Kleinberg,1999)와 같은 노드 순위화 알고리즘을 수행한 다음 상위 n

개 노드에 해당하는 문장들을 요약문으로 추출하는 방식이다.PageRank는

하이퍼링크로 상호 연결된 웹 페이지들의 중요도(rank)를 계산하는 알고리

즘으로 구글 검색 엔진에 성공적으로 적용되었다.문장 그래프에 적용될

경우 초기에 임의 할당된 문장 점수에서 출발하여,이전에 높은 점수를

부여 받은 많은 다른 문장들과 높은 유사도로 연결된 문장들에 이전보다

5)그래프에서 한 노드의 차수(degree)는 그 노드와 연결된 다른 노드(들)의 개수이다.
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더 높은 점수가 부여되도록,문장 점수를 재귀적(recursively)으로 변경하는

방식으로 동작한다.이 방법은 DUC6)-2002,2003,2004에서 최상위 평가

된 문서 요약 시스템과 대등한 성능을 보였다(Mihalcea,2004；Erkan&Radev,

2004).

문장 그래프를활용하는 문서 요약 기법중 군집화 방법이 있다.이는

먼저입력 텍스트를 구성하는 문장그래프에 대해 군집화(clustering)알고리

즘을 적용하여 유사한 문장들을 같은 그룹(군집,cluster)들로 묶은 다음,각

군집에 대해 그 군집을 대표하는 문장을 하나씩 추출하여 요약문을 구성

하는 방식을 취한다(Radevetal.,2004；Bossardetal.,2008).하나의 문장을 그

문장 내의 단어들의 벡터로 표현할 때,군집의 표현은 군집 내 문장 벡터

들의평균벡터인센트로이드(centroid)로나타낼수있다.따라서군집의대

표 문장은 군집의 센트로이드와 가장 유사한 군집 내 문장으로 정할 수

있다.문서 내 문장들의 각 군집은 문서 내에 빈출하는 주제들을 소주제

별로 구분한 것에 해당한다.

3) 주제 지역성

초창기 문서 요약 연구자들은 주제 지역성을 실현하기 위해 입력 문

서의 첫 단락,마지막 단락,그리고 각 단락의 첫 문장 및 마지막 문장에

주제성 가중치를 부여하는 방법을 사용해 왔다(Baxendale,1958；Edmundson,

1969).이들이 다룬 학술 문헌의 경우 주제 문장들이 전술한 바와 같은 위

치적제약을갖는다는 가정은요약문추출에서강인하고 효과적임이보고

되었다.주제지역성이 극대화되는장르로뉴스 기사가 있다.뉴스 기사의

경우 문서 내 앞 부분(lead)에 위치한 문장들의 주제성이 가장 크고 이후

주제성이 점차 감소하도록 글이 작성되는 것이 일반적이다.따라서 뉴스

기사 요약의 경우 기사의 첫 문장부터 순서대로 요약문의 정해진 크기만

큼 문장들을 추출하는 방식이 있으며 이를 첫머리 기반 요약법(lead-based

6)DUC(DocumentUnderstandingConferences)－http://duc.nist.gov/
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summarization)이라 한다.이 방법은 현재까지도 단일 뉴스 기사 요약에서

가장 효과적인 기법 중 하나이다(Brandowetal.,1995；Nenkova,2005).

이와 관련하여 문서 내에서 주제문의 위치가 장르에 따라 다를 수 있

다는 가정에서 출발하여 장르 별 주제문의 최적 위치들에 해당하는 최적

위치 전략(OptimalPositionPolicy,OPP)을 자동 결정하는 방법이 시도되었다

(Lin&Hovy,1997).이 방법은 사람이 작성한 요약문이 포함된 특정 장르의

문서 집합을 입력으로 받아 해당 장르에서 주제문의 선호되는 위치들을

단락번호,단락 내 문장 번호의 형태로 제시한다.Ziff-Davis코퍼스의

13,000신문기사로부터 얻어진 OPP는 T,P2S1,P3S1,P4S1,P1S1,P2S2,

{P3S2,P4S2,P5S1,P1S2},P6S1의 순이었으며,WallStreetJournal의 경우

T,P1S1,P1S2의순이었다(T는제목위치이고,PnSm은n번째단락내m번째문장

위치를 의미한다).최근 뉴스 기사 장르를 대상으로 하는 관련된 OPP연구

(Katragadda,2009)가 있었으나 타 장르로의 적용 시도는 찾기 힘들다.

4) 담화 구조 주제 유추성

담화 구조로부터의 주제 확인은 입력 텍스트에 대해 만들어진 담화

구조 표현으로부터 주제문들을 추출하는 방식으로 동작한다.Marcu(1997)

는 입력 문서를 분석하여 얻어진 수사구조트리(RhetoricalStructureTree,

RS-tree)의 상위 노드들에 해당하는 절들을 요약문으로 추출하는 시도를 하

였다.담화 구조 표현의 한 형태인 RS-tree는 텍스트의 모든 절(clause)들을

양보(concession),인과(cause),대조(contrast),부연(elaboration)등의 담화 관계

(rhetoricalrelation)로 연결해 둔 것으로 담화 관계의 핵에 해당하는 절들이

트리의 상부에 위치한다.수사구조이론(RhetoricalStructureTheory,RST)에 따

르면 담화 관계로 연결되는 두 절은 핵(nucleus)과 위성(satellite)의 역할로 나

뉘는데 이는 각각 주제 표현의 필수,비필수적 요소에 해당한다.예를 들

어 한 문장 S가 ‘because’가 이끄는 원인절과 결과절로 이루어진 경우 원

인절,결과절은 각각 위성,핵에 해당한다.S는 인과 관계를 표현하는 부

모 노드 아래 결과절,원인절을 두 자식 노드들로 갖는 트리의 형태로 표
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현되며부모 노드에는 두자식 노드중 핵에해당하는결과절이대응된다

(<그림 1>참조).

<그림 1> RS-tree 예

Marcu는텍스트의수사구조파싱(parsing)을위해 미리 수집된460개담

화 표지(discoursemarker)를 중심적으로 활용하였다.담화 구조 표현의 근간

이 되는 담화 관계가 담화 표지로부터 유추될 수 있다는 점을 고려할 때

담화 표지는 텍스트의 주제 파악에 중요한 기여를 할 수 있다.Marcu가

사용한 담화 표지 중 “toconclude”,“summingup”,“ontheonehand”,“on

theotherhand”,“itcanbeconcludedthat”,“bycontrast”등의 단서구(cue

phrase)들은그자체로 그들이 출현한 문장의 주제성정도를내포하고있다

고 볼 수 있다.

이와 관련하여 초기 문서 요약 연구에서는 학술 논문의 주제문들에서

특정한 단서구들이 동반 출현한다는 점에 착안하여 단서구 기반 요약

(cue-basedsummarization)을 시도하였다.Edmundson(1969)은 미리 준비된 단서

구사전을이용하여 ‘significantly’,‘definitely’,‘inparticular’등의단서구가

출현한 문장의 주제성은 높이고 ‘hardly’,‘impossible’,‘unclear’등이 출현

한 문장의 주제성은 낮추는 방식으로 문장의 주제성을 계산하였다.Teufel

과 Moens(1997)는 ‘argue’,‘propose’,‘develop’,‘attempt’,‘prove’,‘show’,

‘conclude’등을포함하는1,423개 단서구를 활용한 요약을시도하였다.단

서구 기반 요약의 경우 텍스트에 출현한 단서구들의 모음으로 담화 구조

표현을 극히 단순화한 것으로 해석할 수 있다.그러나 이 방법은 학술 문
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헌과 같은 특정 분야 글에 제한적으로 적용되었으며 타 분야로의 일반화

시도는 찾기 힘들다.

5) 인간 요약 모방성

자동 요약을 위해 사람이 작성한 요약문의 특성을 활용할 수 있다.글

의 제목(title)은 글의 주제를 압축적으로 지시하는,저자가 직접 작성한 지

시적 요약문에 해당한다.따라서 텍스트에 출현한 문장 중 텍스트의 제목

과가장유사한상위n개문장들을요약문후보로추출할수 있을 것이다.

이러한 제목 기반 요약 기법(title-basedsummarization)은 장,절의 제목(heading)

을 동시에 고려하기도 하였다(Edmundson,1969).

제목 기반요약 기법을일반화시켜,사람요약문(예：초록)이 부착된 문

서에서사람요약문과 문서의나머지문장들과의관련성을파악하여문서

의 요약을 체계적으로 시도하는 기법으로 기계학습(machinelearning)이 사용

되었다.이 방법은 먼저 사람이 추출한 요약문이 부착된 문서들의 집합을

학습데이터로 사용하여 인간추출요약문장이 갖는 공통 자질들의 중요도

를 학습모델로 만들어 둔다.이후 새로운 입력 텍스트의 각 문장에 대해

학습된 자질의 출현 정도를 계산하여 해당 문장이 요약문일 가능성을 점

수화하는 방식으로 동작한다.

최초의기계학습기반요약시스템에서는naive-Bayes분류기에기반하

여인간추출요약문의규칙성을파악하는5가지자질로문장길이가5단어

이상인지여부,문장이 단서구를 포함하고있는지여부,문장의위치가단

락의 처음 혹은 마지막인지 여부,문장 내 주제 용어 포함 여부,문장 내

대문자 용어(예：UNESCO)포함 여부를 사용하였다(Kupiecetal.,1995).

Lin(1999)은결정트리(decisiontree)기계학습법을titlesimilarity,TFIDF,OPP,

querysignature,IRsignature,sentencelength,numericaldata,propername,

pronounoradjective,weekdayormonth,quotation등 총 18가지 자질의 학

습에 적용하였다.이 외에도 대표적으로 HMM(Conroyetal.,2001),CRF(Shen

etal.,2007),NeuralNetwork(Svoreetal.,2007)등의기계학습 기법이 문서 요
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약에 적용되었다.

6) 요약문 최소 중복성

추출 요약 시스템이 제시하는 발췌문들은 그들 간 정보 중복의 정도

를 고려하지 않을 경우 같은 내용을 반복하는 서로 다른 문장들이 다수

포함될 위험이 있다.군집법에 기반한 주제문 추출의 경우는 유사한 문장

들이 모인 군집 별로 하나씩의 요약문 후보가 추출되므로 자연스럽게 요

약문 중복성의 문제가 해결된다고 볼 수 있다.그러나 그 외 요약 기법들

은 요약문 후보문장들 상호간 유사도를 비교하여 특정임계치 이상의 유

사도를 갖는 중복 문장들을 제거하는 별도의 절차를 수행할 필요가 있다.

질의 관련 다중 문서 요약(QFMDS)의 경우는 요약 시스템이 다중 문서

집합과 함께 질의문을 동시에 고려해야 한다.즉 QFMDS의 요약문은 다

중 문서의 내용을 대표하는 주제문을 찾아야 하는 동시에 그 주제문들이

질의문과 높은 관련성을 가져야 한다는 조건도 만족시켜야 한다.이 두

가지 제약을 동시에 고려하는 대표적 QFMDS요약 기법으로 최대 잔여

적합성(MaximalMarginalRelevance,MMR)방법이 있다.MMR은 아래 수식이

보이는바와 같이,요약 대상이 되는 전체 문장들의집합(S)으로부터,질의

(Q)와의관련성(Sim1)이 높으면서 동시에 기선택된 요약문장들(sjA)과의관

련도(Sim2)가 낮아야 하는 조건을 최대(argmax,max)로 만족시키는,하나의

문장(s*)을 제거하여 요약 문장들의 집합(A)에 추가하는 절차를 반복하는

방식으로 동작한다(Carbonell&Goldstein,1998).

2. 추상 요약

추상 요약은 입력 텍스트를해석(interpretation)하여내부의미표현을만
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들고 이를 압축한 형식의 요약 표현으로 변환(transformation)시킨 다음 자연

어 생성 모듈을 통해 요약문을 생성(generation)하는 단계들을 거치는 것으

로 정의된다(Sparck-Jones,1999；Mani&Maybury,1999).그러나 문장을 구문적

으로나 의미적으로 해석하는 기계적 프로그램들은 있으나 텍스트의 온전

한 의미 표현을 분석해 내는 기계적 도구는 현재 존재하지 않는다.다만

텍스트의의미표현을 담화 구조의형식으로제한하여분석하는해석기의

개발은 보고되고 있으나(Sumitaetal.,1992；Marcu,1997；duVerle&Prendinger,

2009),추출식 요약에 적합한 의미 표현의 수준을 능가하기 힘들다.

따라서 기존 추상 요약 시스템들은 텍스트의 내부 의미 표현을 위해

특정 도메인에 대해 미리 정의해 둔 템플리트(template,스키마,schema)를 주

로 사용해 왔다(DeJong,1978；McKeown&Radev,1995).<그림 2>는 테러 기

사 텍스트에 대한 의미 표현의 형태로,테러 기사 글에서 언급되는 정보

항목의 유형(aspect)과 값을 Slot-Filler쌍들의 집합으로 표현해 둔 템플리트

의 한 예를 테러 기사 글의 예와 함께 보이고 있다.이후 추상 요약 시스

템은 정보 항목의 값이 채워진 템플리트를 자연어 생성 시스템에 입력으

로 넣고 요약문을 생성하는 절차를 수행한다.텍스트를 입력 받아 <그림

2>와 같은 템플리트의 Filler값을 채우는 작업은 정보 추출(Information

Extraction,IE)시스템이 담당하므로 템플리트 기반 요약을 정보추출 기반

요약(IE-basedsummarization)이라고도 부른다.

정보추출 기반 요약은 템플리트가 작성된 특정 도메인에서 효과적일

수 있으나 같은 도메인 내에서도 템플리트의 Slot으로 지정된 정보 유형

외의다른 새로운것들을인식하지못하며 타도메인으로의 적용시 템플

리트를 새롭게 작성해야 하는 단점이 있다.그러나 다중 문서 요약의 경

우템플리트의서로다른Slot들을서로다른문서의텍스트로부터수집하

는 과정에서 자연스럽게 다중 문서 요약이 수행되는 효과가 있다.또한

일단템플리트의Filler가채워지면서로다른언어로의자연어생성이가능

하므로 교차 언어 문서 요약 시스템의 개발이 용이해 지는 장점7)이 있다.

7)http://www.isi.edu/natural-language/teaching/cs544/apps3-summarization-new.pdf
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<그림 2> 테러 관련 텍스트와 템플리트 예(Grishman, 1997)

Ⅳ. 요약 평가 방법 및 요약 평가 대회

1. 요약 평가 방법

자동 요약을 포함하여 자연어정보처리시스템의 평가는 intrinsic,

extrinsic평가의 두 가지로 나뉜다(Sparck-Jones&Galliers,1996).자동 요약의

관점에서 intrinsic평가는 시스템이 만들어 낸 자동 요약문(systemsummary,

시스템 요약문,기계 요약문)이 본질적으로 사람이 작성한 요약문(human

summary,사람요약문)과 일치하는 정도를 정보성(informativeness),문법성,응집

성 등의 측면에서측정하는것으로대부분 요약시스템평가는 이방식으

로 이루어진다.Extrinsic평가는 요약이 아닌 다른 외부 작업(task)을 수행

함에 있어,요약 시스템이 출력한 요약문을 활용하는 것이 작업 수행 시

간 및 완성도 측면에서 도움이 되는지를 측정하는 것이다.

Intrinsic평가를 위해서는 요약 대상 문서에 대해 사람이,주제문 추출

방식이아닌,직접작성한요약문이필요하다.그러나자동 요약 커뮤니티
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에서는일반적으로단일의정답요약문은만들기어렵다는입장을취한다

(Manietal.,1999；Hovy,2005).즉 서로 다른 사람은 서로 다르지만 올바른

요약문을 작성한다는 것이다.따라서 공정한 평가를 위해서는 최소 2인

이상의 사람이 작성한 사람 요약문이 필요할 것이다.이후 사람 요약문을

시스템 요약문과 비교하는 방식으로 수동(manual)과 자동(automatic)기법을

고려할 수 있다.QFMDS태스크에 대한 최신 수동 평가 지표로는,기계

요약문이 사용자의 질의문을 만족하는 정도를 요약 내용과 언어적 표현

완성도 측면에서 1~5점 사이의 점수를 부여하는 Responsiveness지표와,

요약 내용과 무관하게 기계 요약문의 문법성,비중복성,대용 표현 완전

성,포커스(focus),구조,일관성(coherence)측면에서 1~5점사이의 점수를 부

여하는 Readability지표가 있다(Dang&Owczarzak,2008).

수동 평가는 소요되는 시간과 노력의 부담뿐 아니라 다른 사람에 의

한재반복(replication)시평가의 일관성이보장될수있는가 하는문제를안

고 있다.보다 공정한 수동 평가를 위해 TAC요약대회에서는 하나의 문

서에대해 서로다른 시스템이 제출한 자동요약문들을같은 사람이 수동

평가하도록 하고 있다.그러나 이 또한 이후 또 다른 시스템의 요약문에

대해 이전의 같은 사람이 수동 평가를 예전과 같은 일관성으로 재반복할

수 있는가 하는 문제는 해결되지 않는다.이러한 수동 방식 요약 평가의

어려움은 기존 요약 기법의 개선이나 새로운 요약 기법 개발의 장애물이

다.다행히 최근 개발된 ROUGE-2,ROUGE-SU4,BE-HM등의 자동 평가

지표들은 평균적으로 Responsiveness,Readability등의 수동 평가 지표들과

높은 상관 관계를 보이는 것으로 보고되고 있다(Dang&Owczarzak,2008).

ROUGE(Recall-OrientedUnderstudyofGistingEvaluation)는 사람 요약문과 기

계 요약문 사이에 단어 n-gram8)이 겹치는 정도를 자동 계산하는 요약 평

가 방법으로(Lin,2004)다양한 변형들이 있다.이 중 ROUGE-2는 사람 요

약문에 출현한 2-gram중 기계 요약문에서 재현된 비율을 계산한 것이다.

8)단어n-gram은 문장에서연속된n개 단어들의나열을의미한다.“Thekingwashappy”

에서 1-gram(unigram)은 “The”,“king”,“was”,“happy”이고 2-gram(bigram)은 “The

king”,“kingwas”,“washappy”이다.
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ROUGE-SU4는 사람 요약문과 기계 요약문 사이에서 Unigram과 (최대 4

단어 거리 내에서 생성된)Skip-2gram9)들의 재현율,정확률의 조화평균을

계산한 것이다.그러나 ROUGE는 문장을 일차원적 단어의 나열로 가정함

으로써 이차원적 구문 구조를 고려하지 못하는 단점이 있다.이 문제를

다루기 위해 제안된 BE(BasicElements)는 사람 요약문과 기계 요약문 사이

에 구문 단위의 중복 정도를 계산하는 방법이다(Hovyetal.,2005).BE-HM

은 사람 요약문과 기계 요약문들을 각각 의존 문법에 따라 구문 분석한

결과에서지배소(Head)－의존소(Modifier)쌍10)의겹치는정도를요약성능으

로 계산한다.

2. 요약 평가 대회

최초의대규모자동텍스트요약시스템들의평가는1998년SUMMAC

(TIPSTERTextSummarizationEvaluation)에서 이루어졌으며 미국 정보 분석가들

이 전형적으로 수행하는 검색,분류의 두 유형 태스크에서의 자동 요약의

유용함을 평가(즉 extrinsicevaluation)하였다(Manietal.,1999).이 중 검색 태스

크에서는 질의문에 대해 정보검색 시스템이 검색한 문서의 원문을 읽고

적합 문서를 찾는 작업이,문서의 원문 대신 요약 시스템이 제시한 요약

문만을 읽는 방식으로 변경했을 때,작업 완료 시간과 작업 완성도 측면

에서 어떻게 영향을 받는지를 평가한 것이다.분류 태스크에서는 문서의

토픽을 5가지 중 하나로 분류하는 작업이 문서의 원문을 읽은 경우와 기

계 요약문만 읽은 경우 얼마나 달라지는지를 평가한 것이다.그 결과로

9)skip-2gram은 단어의 연속성 제약이 제거된 2-gram과 같다.“Thekingwashappy”에

서 skip-2gram은 “Theking”,“Thewas”,“Thehappy”,“kingwas”,“kinghappy”,

“washappy”이다.

10)“TwoLibyanswereindictedfortheLockerbiebombingin1991”의 의존구문분석으

로부터 추출된 지배소－의존소 쌍들은,의존 관계를 같이 표현하면,[Libyans|two|nn],

[indicted|Libyans|obj],[bombing|Lockerbie|nn],[indicted|bombing|for],[bombing|

1991|in]과 같다(Hovyetal.,2005).



문서 자동 요약의 현황과 과제  21

요약문에 기초한 검색,분류 작업은 원문에 기초한 작업에 비해 각각 5%,

14%의 낮은 성능 저하를 보이면서 작업 완료 시간 측면에서 각각 50%,

40%의 시간을 줄인 것으로 보고되어 요약의 유용함과 향후 요약 연구의

필요성이 입증되었다.

이후 2001~2007년까지 진행된 DUC(DocumentUnderstandingConferences)

에서는 뉴스 기사를 대상으로 하여 단일문서요약(SDS),다중문서요약(MDS)

과관련된태스크에 대해 기계요약문의본질적평가(즉intrinsicevaluation)를

중점적으로 수행하였다.2001~2002년 동안 진행된 GenericSDS는 단일

문서에 대해 100단어 길이의 genericsummary를 자동 생성하는 태스크였

다.2001~2004년 동안 진행된 GenericMDS는 다중 문서 집합(약 10개 문

서)에 대해 50,100,200,400단어 길이의 genericsummary를 자동 생성하

는 태스크였다.2005~2007년 동안 진행된 FocusedMDS(QFMDS와 같다)는

질의와 관련된 다중 문서집합(약 25개 문서)에 대해 질의와 관련된 250단

어 길이의 요약문을 작성하는 태스크였다.

GenericSDS태스크의 결과(Nenkova,2005)로 어떤 참가 시스템들도 문

서의 첫 100단어를 요약문으로 추출하는 lead-based요약문(baseline)보다 우

수한 요약문을 생성하지 못하였으나 대부분의 사람 요약문들은 baseline보

다 우수했으므로 향후 이 태스크의 성능 향상이 가능함을 보였다.그러나

일부사람요약문(9명중2명)은최상위 기계요약문보다성능이낮았다.이

는 대부분 사람들은 기계보다 우수한 요약문을 작성하나 일부 사람들의

요약 전략은 그렇지 않음을 시사하는 것으로,요약 평가와 관련하여 사람

요약문 작성을 위해 다수의 인원이 필요함을 의미한다.2002년 이후

GenericSDS는 DUC,TAC에서 다루어지지 않았다.

DUC의 뒤를 이어 2008년 이후 계속되고 있는 TAC11)(TextAnalysis

Conference)에서는 뉴스 기사를 대상으로 FocusedMDS와 그 변형 태스크들

을 평가해 왔다.UpdateFocusedMDS(줄여서 Updatesummarization)(2008~2009

년)는사용자가질의와관련된이전10개다중문서를이미읽었다고가정

11)http://www.nist.gov/tac/
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하고이후같은 질의와 관련되어 새롭게 출현한 10개문서에대한요약문

(updatesummary)을 작성하는태스크로,이전 10개 다중 문서에 대한 요약문

(initialsummary)작성도함께평가된다.2010년 8월현재TAC에서는자연재

해,테러,멸종위기 자원등특정 카테고리에 속하는 질의와 관련된 10개

다중 문서에 대해 질의가 속하는 카테고리와 관련하여 미리 지정된 여러

속성(aspects)12)정보와 관련된 100단어 요약문을 작성하는 GuidedFocused

MDS(줄여서 Guidedsummarization)태스크를 진행하고 있다.이와 동시에

Guidedsummarization에 대한 Updatesummarization태스크도 진행 중이다.

<표 1>은 최근 2008년 TAC의 Updatesummarization태스크의 평가

수치들을 정리한 것이다.Baseline은 10개 문서 중 가장 최근 문서의 첫

100단어 요약문을 추출한 것이다.Responsiveness,Readability등 수동 평

가에서 기계 요약문은 사람 요약문에 크게 못 미치고 있다.특별히 한 문

서 내 연속된 문장들의 나열인 baseline요약문은,내용을 고려하는

Responsiveness측면에서 기계 요약문에 뒤지고 있으나,내용을 고려하지

않고 문법성,응집성 등을 판단하는 Readability에서는 기계 요약문을 능가

하고 있다.사람 요약문들과 기계 요약문들의 평균적 성능에 있어,자동

평가지표는,사람요약문이기계요약문을능가한다는,수동평가 지표의

결과와 높은 상관성이 있는 것으로 보고하였다(Dang&Owczarzak,2008).그

러나기계 요약문의 평균적성능이아닌 최상위성능을고려할 경우 자동

평가 지표들은 기계 요약문이 최하위 사람 요약문과 대등하다는,보다 정

확한 수동 평가의결과와는 다른,결과를 보이고있다.이는 현재 문서 요

약에서 사용되는 최신 자동 평가 지표의 개선이 필요함을 시사하는 측면

중 하나이다.

12)자연재해(naturaldisaster)카테고리의 경우 whathappened；date；location；reasons

foraccident/disaster；casualties；damages；rescueefforts등의 속성(aspects)을 미리

정의하고 있다(http://www.nist.gov/tac/2010/Summarization/).
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<표 1> TAC-2008 (Update summarization) 수동, 자동 요약 평가 결과(Dang & Owczarzak, 2008)

Ⅴ. 결론 및 향후 과제

다양한 출처로부터의 대규모 정보들을 읽고 정리하는 시간을 단축해

야 하는 인간의 요구는 텍스트 자동 요약 연구를 이끌어 온 내재된 힘이

었다.1950년대학술논문의요약에서시작하여현재까지뉴스기사,전자

메일(Corston-Oliveretal.,2004),회의 기록(Murrayetal.,2005),강의(Nobataetal.,

2003),구어체대화(Zechner,2001)등다양한장르텍스트의요약이시도되었

다.13)특히 뉴스기사의 요약은 단일,다중문서 요약을 포함하여지난 10

년간DUC,TAC에서수행된대규모요약시스템평가의지속적주제였다.

이 논문에서는 추출 방식을중심으로텍스트 자동 요약기술의 현황을 제

시하였으며 요약평가 방법과 대규모자동 요약대회에대한 개괄을 기술

하였다.

그간의 텍스트 자동 요약 기술은 텍스트의 표층에서 발견되는 어휘의

통계적 특성에 주로 의존하는 추출 요약 기법이 대부분이었다.추출 요약

의 경우 주제 확인을 위해 용어 집합,어휘/문장 그래프와 같은 문서 표

현을 사용하고 있으나 이들은 주로 텍스트 표층 수준의 어휘에 기초하여

13)향후 새로운 장르(예：비유적 표현이 풍부한 문학작품 등)텍스트에 대한 자동 요약이

시도될수 있겠으나 뉴스 기사와 같은 사실적 텍스트가 아닌 경우사람의요약에근접

하는 실용적 요약 시스템은 가까운 미래에 실현되기 힘들 것이다.
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만들어지고 있다.어휘의 의미나 개념에 기초한 보다 심층 수준의 문서

표현을 위해서는 어의 중의성 해소,대용어 참조 해소,어휘개념망/온톨

로지 기반 개념 관계 및 유사도 측정 기법 등이 전제되어야 한다.텍스트

의 온전한 의미 표현이 전제되어야 하는 추상 요약 기술 역시 특정 분야

글이 다루는 핵심 소재들을 미리 정의된 템플리트 형식으로 이해하는 수

준에 그치고 있다.

추출 요약 기법이 모든 유형의 텍스트에 대해 고속의 강인한 요약 결

과를 만들 수 있으나 인간의 요약 수준과는 여전히 큰 차이가 있다.현재

의 자연어처리기술 수준을 감안할 때 텍스트의 온전한 의미 표현을 만드

는 자동 기법의 출현은 요원하다.단기적으로 두 문장 혹은 한 단락의 내

용을 압축하여 하나의 새로운 문장을 생성하는 언어학적 기법의 개발이

현재 추출 중심 요약의 한계를 극복하는 데 도움이 될 것이다.텍스트에

대해문장 단위의담화 관계를 인식해 둔 담화 구조표현으로부터요약문

을 추출하는 기법(Marcu,1997)또한 현재 추출식 요약의 한계를 극복하는

기대되는 시도 중 하나이다.이와 관련된 한 연구에서는 담화 관계가 부

착된 말뭉치로부터의 기계학습을 통해 93%의 담화 표지 분류 성능을 보

고하였다(Pitleretal.,2008).또한향후에도DUC,TAC등과 같은,요약기법

에 대한 대규모평가를 지속적으로유지하면서현재 자동요약 평가 지표

가 갖는 문제 해결을 시도하는 새로운 자동 평가 기법의 개발(Linetal.,

2006)이 필요하다.

대부분의 자동 요약 기법들은 영어를 대상으로 연구되었으나 요약 기

법 자체가 언어에 종속적인 것은 아니다.즉 한국어를 대상으로 하는 자

동 문서 요약 연구들도 요약 기법 자체와 관련하여서는 이 글에서 살핀

요약 기법의 범주를 크게 벗어나지 않는다.다만 자동 요약 시스템의 수

준은 특정 언어의 자연어처리 도구의 정교함에 의존하므로 한국어 자동

문서 요약 연구의 발전을 위해서는 향후 한국어 텍스트의 이해 및 분석

연구의 진보가 전제되어야 할 것이다.*14)

*본논문은2010.10.30.투고되었으며,2010.11.5.심사가 시작되어2010.11.29.심

사가 종료되었음.
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<초록>

문서 자동 요약의 현황과 과제

강인수

인간이 다루어야 할 정보가 기하급수적으로 증가하는 문제를 다루기 위해 전

산언어학 및 자연어처리 커뮤니티에서는 문서 요약의 자동화 기법이 연구되고 있

다.1950년대부터 시작된자동문서요약 연구는여러유형의 문서를다루면서단

일/다중 문서 요약,질의 관련 다중 문서 요약 등의 다양한 태스크에 적용하기 위

한 추출 및추상 방식 요약 기법을시도해 왔다.이 논문은 추출 방식을중심으로

텍스트자동요약기술의현황을제시하고요약평가방법과대규모자동요약대

회에 대한 개괄 및 향후 과제에 대해 기술한다.

【핵심어】문서 자동 요약,추출 요약,추상 요약,다중 문서 요약,요약 평가
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<Abstract>

Automated Text Summarization：a Survey

Kang, In-su

Informationthathumanshouldreadgrowsexponentially.Todeal

with thisproblem,computationallinguisticsand naturallanguage

processingcommunitieshaveattemptedtoautomatesummarizingtext.

Sinceitsstartin1950’s,automatedtextsummarizationhashandled

single-/multi-documentsummarizationusingextractingandabstracting

techniques,andnowadaysspecializeditstaskstoquery-focusedmulti-

documentsummarization.Thispapergivesthecurrentstateofautomatic

textsummarizationtechniquesfocusingonrobust,practicalextraction-

basedmethods,anddescribesevaluationmethodologiesandlarge-scale

summarization evaluation conferences. Finally, future issues are

discussed.

【Keywords】Automatedtextsummarization,Extractivesummarization,

Abstractivesummarization,Multi-documentsummarization,

Summarizationevaluation


